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EE421/521 
Image Processing 
Lecture 11a 
BLUR IDENTIFICATION 
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Introduction 
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Estimation of Filter 
Parameters 
¢ Blur estimation 

¢  Image power spectrum estimation 

¢ Noise power spectrum estimation 

Sources of Blur 

¢  Out-of-focus camera 
¢  Relative motion between the camera and 

the scene 
¢  Atmospheric turbulance (random 

fluctuations of the refraction index of the 
medium) 
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Examples 

5 

Motion 
 blur 

Out of focus blur 

Motion blur 

Example: Atmospheric 
Turbulance 
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Point Spread Function (PSF) 
for Out-of-focus Blur 
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PSF for Linear Motion Blur 
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LSI Blur Modeling 
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¢  (E.g. Whole image is out-of-focus) 

¢  In vector-matrix form 

¢  In the frequency domain 
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LSV Blur Modeling 

¢  The PSF function is different for different parts 
of the image (e.g., part of the image is out-of-
focus) 
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Blur Identification Methods 
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¢ Ad-hoc methods 
l  Trial and error 
l  Using points or sharp lines in the image 

¢ Autocorrelation method 
¢ Spectral methods 

l  Finding zero crossings of Log-power 
spectrum 

l  Finding peaks in the cepstrum 

Using a Point Source 
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Auto-correlation Method 
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Auto-correlation Method:  
1-D Motion Blur 
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Spectral Methods 
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Power Spectrum of the 
Blurred Image 
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Log-Power Spectrum Method 
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Log-Power Spectrum Method 
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Cepstral Method 
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Image Power Spectrum 
Estimation 
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Divide the image 
into NxN blocks 
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Power Spectrum Estimation 

¢ Apply Hanning window to all blocks 
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Power Spectrum Estimation 

¢  Calculate the 2D DFT of all windowed blocks 
and compute the power spectrum of the 
observed image as 

¢  where       denotes a block and       is the total 
number of blocks. 
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Noise Power Spectrum 
Estimation 
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Use the same steps 
to compute the 
noise power 
spectrum, however, 
use only blocks with 
uniform intensity. 

√ √ √ 

√ 

Noise Variance Estimation 

¢ Calculate the variance of each 
uniform block and average over the 
blocks. 

¢ Use this variance value as the power 
spectrum of the noise (flat spectrum: 
white noise) 
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Project 3.2a 
Blur Identification 
Due 29.12.2013 Sunday 
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Blur Identification 
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Problem 3.2a 
¢  Select an arbitrary monochrome MxN image and display it. 
¢  Blur each line of the image with a 15x1 horizontal motion blur. Display the 

blurred image. 
¢  Obtain the 1-D power spectrum of the blurred image using the following 

equation (n denotes the line number, M denotes the total number of lines). 
make sure to apply a Hanning window to each line before taking the DFT. 
Plot  the resulting 1-D power spectrum. 

¢  Identify the zeroes of the 1-D power spectrum by inspection. 
¢  Calculate the 1-D cepstrum by taking the inverse DFT of the logarithm of 

the 1-D power spectrum. Plot the 1-D cepstrum. 
¢  Identify the first peak in the 1-D cepstrum (a) by inspection (b) with a 

computer program. 
¢  Report and comment on your results. 
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Next Lecture 

¢  IMAGE RESTORATION 
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