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EE421/521 
Image Processing 
Lecture 12a 
LOSSLESS IMAGE COMPRESSION 
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Introduction 
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The Need for Image 
Compression 
¢  A 8.5x11 inch page scanned at 300 pixels/inch and 1 bit/pixel: 

8 Mbits 
¢  An NTSC (PAL) resolution color image: 720x480 (768x560) 

pixels/color, 8 bits/pixel, 3 color components: 8 (10) Mbits 
¢  An HDTV resolution color image: 1920x1080 pixels/color, 8 

bits/pixel, 3 color components: 48 Mbits 
¢  A 35 mm film scanned at 12 micro meters/pixel: 3656x2664 

pixels/color, 8 bits/pixel, 3 color components: 223 Mbits 
¢  A 14x17 inch radiograph scanned at 70 micro meters/pixel: 

5000x6000 pixels, 12 bits/pixel: 343 Mbits 
¢  3D Cinema 4k frame: 4096x2160 pixels/color, 12 bits/pixel, 3 

color components, 2 views/frame: 2 Gbits 
¢  Dome 8k multiview frame: 6144x6144 pixels/color, 12 bits/

pixel, 3 color components, 16 views/frame: 2 Tbits 
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Benefits of Image 
Compression 

¢  Less space on storage media (hard disks, CD, 
DVD) 

¢  Smaller transmission bandwidth (Internet, 
terrestrial broadcast, satellite links, mobile 
phones) 

¢  Faster downloading/uploading of multimedia 
files (Internet, authoring environment) 
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Why Image Compression is 
Possible 
¢  In general, there are four types of redundancy in images: 
 

l  Spatial redundancy: due to correlation among neighboring 
pixels. The amount of correlation depends on factors such 
as spatial resolution, bit depth, scene content, and noise 

l  Spectral redundancy: due to correlation among the 
spectral (color) components (bands) 

l  Psychovisual redundancy: due to properties of the human 
visual system 

¢  Image compression aims to reduce the number of bits 
required to represent an image by removing one or more 
of the redundancies listed above.  
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Lossless vs. Lossy Image 
Compression 
¢  In lossless compression, the reconstructed image is 

identical to the original image. Hence lossless 
compression is also called as noiseless or reversible.  
l  Although lossless compression is desired since it results in 

no information loss, it provides only a moderate amount of 
compression. 

 
¢  In lossy compression, some amount of degredation 

(distortion) is allowed in the re-constructed image.  
l  More compression can be achieved as compared to the 

lossless compression at the expense of some information 
loss. 

6 



25/12/13 

4 

The Goal of an Image 
Compression Algorithm  

7 

Quality (Fidelity) of a 
Compressed Image 
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Image Compression  
End-To-End System 
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Shannon’s theorem: Source coding (data compression) and 
channel coding (error control) can be designed separately. 

1101101001 

1100101 

Source 
coding 

Channel 
coding 

Channel 
decoding 

Source 
decoding 

Basic Steps of Compression 
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Lossless 
compression 
(e.g., 2:1) 

Lossy 
compression 
(e.g., 50:1) 

No compression 

quality vs. 
compression 
trade-off 

Encoding with 
0’s and 1’s 

Energy 
compaction 
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Amplitude Quantization (PCM) 
for Image Compression 
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Original  
(8 bits per pixel) 

2:1 compression 
(4 bits per pixel ) 

4:1 compression 
(2 bits per pixel ) 

levels  25628 = levels  1624 = levels  422 =

Spatial Quantization (Subsampling) 
for Image Compression 
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Original  
(8 bits per pixel) 

4:1 compression 
(2 bits per pixel ) 

16:1 compression 
(0.5 bits per pixel ) 
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DCT Transformation before  
Amplitude Quantization 
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Energy compaction 
to low frequencies 

YUV Decomposition before  
Spatial Quantization (Subsampling) 
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Lossless Image 
Compression 
(Entropy Coding) 

Binary Image Compression 
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Average Codeword Length 

Symbol Probability Code 

White 0.75 0 

Black 0.25 1 
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11)25.0(1)75.0( length codeword Average =×+×=

No compression 

Average Codeword Length 
per Symbol 

2-Symbol 
Representation Probability Code 

White-White 0.5 0 

Black-Black 0.25 10 

White-Black 0.125 110 

Black-White 0.125 111 

18 

75.13)125.0(3)125.0(2)25.0(1)5.0( length codeword Average =×+×+×+×=

875.0
2
75.1 symbolper  length codeword Average == 12.5% compression 

Assign 
shorter 
codewords 
to more 
probable 
symbols 
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Uniquely Decodable Code 

Symbol Code 

WW 0 

BB 10 

WB 110 

BW 111 
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875.0
2
75.1 symbolper  length codeword Average == 12.5% compression 

Received bitstream:         1  1  1  0  1  1  0  1  0 

Decoded symbols:             BW   WW  WB   BB 

Decompressed image: 

Source Reduction 
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Combine the two lowest 
probability symbols until 
having two symbols only 
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Huffman Coding 
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Split the symbols and 
append 0 and 1 to their 
respective codewords 2.2)()( length codeword Average ==∑ n

n
n alap

Huffman Coding 

¢ Uniquely decodable 
l No codeword is a prefix to 

another code word 

¢ Results in the lowest average 
codeword length 
l Variable length code (VLC) 
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Entropy of the Source 
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∑=
n n

n ap
apH

)(
1log)( 

:  Information provided by symbol         in units of bits 

:  Total information content of the source measured in bits 

na)(
1log2
nap

H

Fixed Length Coding 
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Symbol Probability Code 

0.25 00 

0.25 10 

0.25 01 

0.25 11 

1a

4a
3a
2a



25/12/13 

13 

Entropy is the Lower Bound 
on Average Codeword Length 
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...1435.2
)(

1log)( 

:source  theofEntropy 

==∑
n n
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apH

2.2)()( 
:Coding Huffman
==∑

n
nn alapl

symbolper  bits 3    symbols 6
:Coding  LengthFixed

⇒

AnyHuffman llH ≤≤

Example: Probabilities are 
Negative Powers of 2 
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Entropy Indicates an Upper 
Bound on ACL as well 
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1)()( Huffman +<≤ SHlSH

Probability Huffman 
Code Information Next Nearest 

Integer 
Sub-optimal 

Code 
0.4 1 1.32 2 11 
0.3 00 1.74 2 10 
0.1 011 3.22 4 0001 
0.1 0100 3.22 4 0010 

0.06 01010 4.06 5 00110 
0.04 01011 4.64 5 00111 

14.2=H 2.2=l 7.2=l

Joint and Conditional 
Entropy 
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)()(),( YHXHYXH +≤

)()|( XHYXH ≤

Let X and Y be two consequtive symbols. Then we have 

with equality if and only if X and Y are independent. 

Joint entropy 

Conditional 
entropy 

Vector coding 

Differential 
coding 
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Advantages of Vector 
Coding 
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1),,(),,(),,( 111 +<≤ NNN XXHXXlXXH ………

N
XH

N
Xl

N
XH

N
NNN 1)(1)(1)(1
+<≤

)()(1 XHXH
N

N ≤

Smallest 
achievable 
average 
codeword 
length is 
closer to the 
theoretical 
minimum 

1

Reduced 
theoretical 
minimum  
if source 
symbols are 
dependent 

2

Advantage of Conditional 
Coding 
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1),,|(),,|(),,|( 212121 +<≤ NNN XXXHXXXlXXXH ………

Reduced 
theoretical 
minimum   
if source 
symbols are 
dependent 

1
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Summary 

31 

¢  Scalar coding: 
l  Assign one codeword to one symbol at a time 
l  Problem: Could differ from the entropy by up to 1 bit/symbol 

¢  Vector coding: 
l  Assign one codeword for each group of N symbols 
l  Larger N → Lower rate, but higher complexity 

¢  Conditional coding (context-based coding) 
l  The codeword for the current symbol depends on the pattern (context) 

formed by the previous M symbols 

1)()( 11 +<≤ SHLSH

N
SH

N
LSH

N
SHLSH NNNNN

1)(1)(1        1)()( +<≤⇒+<≤

Average minimal number of 
bitsper vector 

Average minimal number of 
bits per sample (bit rate) 

1)()( ,,, +≤≤ SHLSH MCMCMC

Average minimal number 
of bits per sample with a 
conditioning order M 

Example 
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¢  Four symbols:  “a”, “b”, “c”, “d” 

¢  Symbol probabilities (pmf):  

¢  1st order conditional pmf: 

¢  2nd order vector pmf: 

]1154.0 ,1703.0 ,2143.0 ,5000.0[=Tp

0938.01875.0*5.0)|()()(   E.g., === abqapabp

)|( dap

)|( bcp

)|( abp
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Scalar Huffman Coding 

33 

7707.27857.17707.1
111

<≤

+<≤ HRH Bound for scalar lossless coding  

Vector Huffman Coding 
 

34 



25/12/13 

18 

Vector Huffman Coding 
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Conditional Huffman Coding 
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Differential Coding 
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¢  The probabilities of the 
symbols are 
appoximated by the 
histogram of the image 
data 

¢  Residual image has a 
peaked histogram, hence 
it can be compressed 
more easily 

¢  Approximates conditional 
coding 

),( yxf

),(),(),( yxfyxfyxr −=

Lossless Predictive Coding 
(DPCM) 

38 
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Encoder/Decoder Structure 
for Predictive Coding 
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JPEG Lossless Coding 
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Run-Length Coding 
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Run-Length Coding of 
Binary Images 

42 
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Run-Length Coding 
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Bit-Plane Run-Length Coding 
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Zero-Run Coding 
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Project 3.3 
Compression 
Due 12.01.2014 
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Problem 3.3 Entropy 

1.  Select a 256x256 monochrome image and display it. 
2.  Find the histogram of the image. 
3.  Normalize the histrogram to obtain the pdf of the image. 
4.  Calculate the entropy of the image using its pdf. 
5.  Obtain a difference image by taking first-order horizontal differences: 

6.  Find the histogram of the difference image. 
7.  Normalize the histrogram to obtain the pdf of the difference image. 
8.  Calculate the entropy of the difference image using its pdf. 
9.  Compare the entropies of the original and difference images and 

comment on the difference. 
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Next Lecture 

¢  LOSSY IMAGE COMPRESSION 
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