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Pulse Code Modulation (PCM): PCM, Noise in Pulse Code Modulation. 

 To transport an information-bearing signal (modulating signal or message signal) from one point 

to another point over a communication channel, we can use digital or analog techniques. 

 Digital communication offers several important advantages as compared to analog 

communication: 

o Ruggedness to channel noise and external interference unmatched by any analog 

communication system. 

o Flexible operation of the system. 

o Integration of diverse sources of information into a common format. 

o Security of information in the course of its transmission from source to the destination. 

 However, to handle the transmission of analog message signals (i.e., voice and video 

signals) by digital means, the signal has to undergo an analog-to-digital conversion. 

 Digital signal is in the form of a train or stream of binary digits 0 and 1. Thus, with 

waveform coding techniques, we enter into the world of digital communication 

 In PCM, the message signal is sampled and amplitude of each sample is approximated 

(rounded off) to the nearest one of a finite set of discrete levels.  

 This will enable us to represent both time and amplitude in discrete form.  

 Hence, it is possible to transmit the message signal by means of a digital (coded) 

waveform. 

 In the pulse digital modulation, the time and the pulse amplitude occur in discrete form 

and digital coded form respectively. 

 Pulse digital modulation is therefore a scheme, which converts the analog signal to its 

corresponding digital form.  

 It is for this reason that the analog-to-digital conversion is sometimes known as pulse 

digital modulation. 
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Pulse Code Modulation (PCM) consists of three main parts: 

1. Sampler: to convert the continuous-time to discrete-time signal. 

2. Quantizer: to convert the analog amplitude to finite range of values (discrete 

amplitude). 

3. Encoder: to convert the discrete amplitudes to binary digits (10111000101…). 

 

 

 

 

 

 

 

Quantizer: 

 The quantization process can be classified into two types: 

 Uniform quantization: A uniform quantizer is that type of quantizer in which the  

'step-size ' remains same throughout the input range. 

 Non-uniform quantization: A non-uniform quantizer is that type of quantizer in 

which the 'step-size' varies according to the input signal values. 
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In uniform quantizer, there are two types of quantizers: midtread and midrise as shown in the 

following figure. 

 
 We will consider only the midrise type uniform quantizer.  

 
 The quantizer will assign quantities to each sampled signal,  

 The number of quantities are the allowable levels   
 [      ]   

 
 

 In other words, the step-size is   
            

 
 

     

 
 or it is called the analog to 

digital converter resolution. 

 Assume the signal        normal to maximum value of +1 and minimum value of -1, 

then the step-size becomes   
 

 
 

 The code-word length (number of binary digits of each quantized-sample) is              
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 Or in other words, number of levels     .   

 You know that the number of samples per one second is Fs then the number of bits per 

one second  is total number of bits in one second, this known as signaling rate r, or it is 

also known as bit rate, thus       bps. 

 From Nyquist-Shannon theorem, bandwidth needed for PCM transmission is given by 

half of the signaling rate       
 

 
  

 Then the bandwidth in terms of fm is          Hz. Proof‼! 

Now, let mq indicates the quantization level, and i is an index corresponding to the binary code, then 

        (
      

 
) 

Then,  

                             

Example 1: 
Assuming that a 3-bit ADC channel accepts analog input ranging from 0 to 5 volts, determine 

a) The number of quantization levels; 

b) The step size of the quantizer or resolution; 

c) The quantization level when the analog voltage is 3.2 volts; 

d) The binary code produced by the ADC. 

Solution: 
Since the range is from 0 to 5 volts and a 3-bit ADC is used, we have 

                          and          

a) Number of quantization levels           bits 

b) Step-size   
   

 
       volts 

c)        (
      

 
)       (

     

     
)                

                                    

d) The binary code is determined according to the index     which corresponds to binary 

number       
Input Signal Sub Range Quantization Level mq Binary Code 

             000 

               001 

               010 

               011 

               100 

               101 

               110 

               111 
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Quantization Error: quantizing error is due to the difference between the quantized and the 

samples signals, 

                  

From which,  

     |
 

 
| 

In other form, 

 
 

 
      

 

 
 

 We know that the input        to a linear or uniform quantizer has continuous 

amplitude in the range       to      .  

 Further, we know that the total amplitude range        
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Example 2: Using Example 1, determine the quantization error when the analog input is 3.2 

volts. 

Solution: Using                  , we obtain  

                              

Note that the quantization error is less than the half of the step size, that is, 

 

In practice, we can empirically confirm that the quantization error appears in uniform 

distribution when the step size is much smaller than the dynamic range of the signal samples and 

we have a sufficiently large number of samples.  

Based on the theory of probability and random variables, the power of quantization noise is 

related to the quantization step and given by 

                        
  

  
 

Signal to Quantization Noise Ratio for Linear Quantization: 

 
 

 
 

                       

                      
 (1) 

 

We know  

                         
  

  
 (2) 

Also,  

    
     

  
 (3) 

 

Assuming the                           then, substituting (2) and (3) in (1), 

      
 

     
 

    
 
  

 
  

    
 

     (4) 

 

 This expression shows that signal to noise power ratio of quantizer increases 

exponentially with increasing bits per sample   

 Also, if the destination signal power 'P' is normalized, i.e.,    , then 

            (5) 

 

 In terms of dB, 

                      (6) 
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Example 6.1: Derive an expression for signal to quantization noise ratio for a PCM system 

which employs linear (i.e., uniform) quantization technique. Given that input to the PCM system 

is a sinusoidal signal. 

 

Solution: let us assume that the modulating signal is a sinusoidal voltage having a peak 

amplitude equal to   . Also let this signal covers the complete excursion of representation 

levels. Then the power of this signal will be, 

  
  

 
 where                    *

  

√ 
+
 

 therefore, we have   
  
 

 
 
 

 
 and in case 

     the power   is normalized,   
  
 

 
 

We know that, signal to qunntization noise ratio is,     
  

    
      and        , then 
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Non-Uniform Quantization 

In non-uniform quantization, the step size is not fixed. It varies according to certain law or as per 

input signal amplitude. The following fig shows the characteristics of Non uniform quantizer. 

 

 Note that the step-size is small at low input signal levels. 

 Hence: quantization error is small at these inputs. 

 Therefore: signal to quantization noise power ratio is improved at low signal levels. 

 Step-size is higher at high input levels,  

 Hence: signal to noise power ratio remains almost same throughout the dynamic range of 

quantizer. 

Companding PCM System: 

 Non-uniform quantizers are difficult to make and expensive. 

 An alternative is to first pass the speech signal through nonlinearity before quantizing 

with a uniform quantizer. 

 The nonlinearity causes the signal amplitude to be compressed. 

o  The input to the quantizer will have a more uniform distribution.  

  At the receiver, the signal is expanded by an inverse to the nonlinearity. 

 The process of compressing and expanding is called Companding. 
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 The most known companders  are μ-Law and A-Law companders. 

 The µ-law algorithm (sometimes written "mu-law", often approximated as "u-law") is a 

companding algorithm, primarily used in 8-bit PCM digital telecommunication systems 

in North America and Japan.  

 The A-law, used in regions where digital telecommunication signals are carried on E-1 

circuits, e.g. Europe. 

 Companding algorithms reduce the dynamic range of an audio signal. In analog systems, 

this can increase the signal-to-noise ratio (SNR) achieved during transmission; in the 

digital domain, it can reduce the quantization error (hence increasing signal to 

quantization noise ratio). These SNR increases can be traded instead for reduced 

bandwidth for equivalent SNR. 

The μ-Law Compander 

           
      | | 

       
 

Where  

       

and   is the compression parameter (  =255 for the U.S. and Japan), and x is the normalized 

integer to be compressed 

the inverse or the above compression is the expanssion: 

          
 

 
[     | |   ] 

       

The A-Law Compander 

     

{
 
 

 
       

 | |

       
  | |  

 

 

      
      | | 

       

 

 
 | |   

 

where A is the compression parameter (A=87.6 in Europe), and x is the normalized integer to be 

compressed. 

The expansion of A-Law companding is: 

       

{
 
 

 
       

| |[       ]

 
  | |  

 

       

      
  | |[       ]   

        

 

       
 | |   
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For the answers of MCQ, see the book  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


