INFORMATION THEORY:- Entropy, Information rate, classification of codes, Kraft
McMillan inequality, Source coding theorem, Shannon-Fano coding, Huffman coding, Extended
Huffman coding - Joint and conditional entropies, Mutual information - Discrete memory less

channels — BSC, BEC — Channel capacity, Shannon limit

(i) Definition : \ of
An information source may be viewed as an object which produces an event‘, the outcome
which is selected at random according to a probability distribution. A practical sou;:‘:e mta
icati i i i i i or discrete.
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10. As a matter of fact, a discrete information source 1s
symbols as possible outputs. The set of source symbols is called the source alphabet,

elements of the set are called symbols or letters.

ii i i ion Sources ‘
(ii) Clasmﬁ.catuon of Infort;ms;tm oo 5 . 50 Yo KNOW
Information sources can be classified as having memory “
or being memoryless. A source with memory is one for which| A gicor e_t o information source
a current symbol depends on the previous symbols. A consists of a discrete set of letters
memoryless source is one for which each symbol produced | alphabet of symbols. In general,
is independent of the previous symbols. any message emitted by the source
A discrete memoryless source (DMS) can be characterized consists of a string or sequence o
by the list of the symbols, the probability assignmenf to these symbols.
symbols, and the specification of the rate of generating these

symbols by ihe source.

e is a source which has only a finite set of
and the
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Information is the source of a communication system, whether it is analog or digital.
Information theory is a mathematical approach to the study of coding of information along
with the quantification, storage, and communication of information.

Conditions of Occurrence of Events

If we consider an event, there are three conditions of occurrence.

e If the event has not occurred, there is a condition of uncertainty.

o If'the event has just occurred, there is a condition of surprise.

o If the event has occurred, a time back, there is a condition of having some information.
These three events occur at different times. The differences in these conditions help us gain

knowledge on the probabilities of the occurrence of events.



The performance of the communication system is measured in terms of its error
pmbabﬂity.Anmless&umnﬁssimispossihlewhmMat&e
receiver approaches zero.

The information theory is related to the concepts of statistical properties of
messages/sources, channels, noise interference etc. The information theory is
used for mathematical modeling and analysis of the communication systems.

1.1.1 Uncertainty

Consider the source which emits the discrete symbols randomly from the set of fixed
alphabet ie.

X = (x5, X, X5, oo Xg_q so RANRS
The various symbols in ‘X “ have probabilities of p,, Py, Py, --eeree etc., which can be
written as,
PX=x;) = p, k=0,12,... K-1 - (1.1.2)
This set of probabilities satisfy the following condition,

K-1

Y p =1 .. (1.1.3)
k=0

Such information source is called discrete information source. The concept of
‘Information” produced by the source is discussed in the next section. This idea of
Information is related to ‘Uncertainty’ or ‘Surprise’. Consider the emission of symbol
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Definition of Information:
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1.2.1 Properties of Information

Following properties can be written for information.

i) If there is more uncertainty about the message, information carried is also more.

ii) If receiver knows the message being transmitted, the amount of information carried
is zero.

iii) If [, is the information carried by message m,, and I, is the information carried
by m,, then amount of information carried combinely due to m; and m, is I, +1,.

iv) If there are M =2V equally likely messages, then amount of information carried by

each message will be N bits.
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mmp Example 1.2.1 : Calculate the amount of information if py =y.

Solution : From equation 1.2.1 we know that amount of information is given as,

1og10 5 )
Pk
e = log, [F&] 10 2

log o 4
log g 2

= 2 bits



) Example 1.2.3 : In binary mg‘ﬂmwiﬁ:prahbﬂuy%ad‘l‘mwiﬁ

probability 3, then calculate amount of information conveyed by each binit
Solution : ihebhﬁt‘ﬂ'hﬁplsé

and binit 1’ has p, =3

Then amount of information is given by equation 1.2.1 as,

with ’ Pl =

loglﬂ 4

I, =l 4= =2 bits

1y =108, Tog, 2

10 } - (1.24)
0415 bi

1
1
; 3 4)_logy, (4/3)
and with = == - = 10 =
P2 = 3.5 “’8:(3]“@,};‘5‘
Here observe that binit ‘0" has probability ; and it carries 2 bits of information.
Whambhﬁt'l'hasprobabiﬁty%uﬂitmrﬂuﬂ.lﬂbium‘mfmmmmgshamﬂm
if probability of occurrence is less, information carried is more, and vice versa.
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