Discrete Memoryless Channel (DMC):

15.8.1. Channel Representation

A communication channel may be defined as the path or medium through which the symbols
flow to the receiver end. A discrete memoryless channel (DMC) is a statistical model with an input X
and an output ¥ as shown in figure 15.1. During each unit of the time (signaling interval), the

el accepts an input symbol from X, and in response it generates an output symbol from Y. The
thannel is said to be “discrete” when the alphabets of X and Y are both finite. Also, it is said to be
‘memoryless” when the current output depends on only the x,,

turrent input and not on any of the previous inputs. " ¥

A diagram of a DMC with m inputs and n outputs has . ”
been illustrated in figure 15.1. The inpu.t.J_f consists of input PR | ol :
Symbols x,, x,, ....x,,. The a priori probabilities of these source %
Symbols P(x;) are assumed to be known. The outputs 4 :
consists of output symbols ¥, Y- Yn- E8CH possible input-

to-output path is indicated along w:ith a condi't'%onal m . y;
Probability P(y;|x,), where P; | x,) is the cqndxt19nal  Fig. 15.1 Representation o
Probability of obtaining output y; given that the input is x;, discrete memoryless channe) 2
and is called a channel transition probability. ;
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Matrix is given by

P(y, [ %) P(y, | %) ""P(J‘u|x1)

P
(P(y|x) = | PO 1%) fonls) S} (15.13)

Py | x2p) P(yz| %) - P(yn | %m)
This matrix [P(Y| X)] is called the channel matrix.

Since each input to the channel results in some output, each row of the channel matrix must
sum to unity. This means that

Y P(yj|%) =1foralli .(15.14)
j=1
Now, if the input probabilities P(X) are represented by the row matrix, then we have
[PX)] = [Px,) Plx) ... Px,,)] _ ...(15.15)
Also, the output probabilities P(Y) are represented by the row matrix as under:
(P(Y) = [Py POy, ... Py,)] 15.16)

then [P(Y)] = [PX)][P(Y|X)] .(15.17)



Now, if P(X) is represented as a diagonal matrix, then we have

Px) 0 - 0
P(x) + O
[P, = x”’ .(16.18)
0 0 - Plxp)
then [POX,Y)] = [P(X)], [P(Y|X)] ...(15.19)

where the (i, j) element of matrix [P(X,Y)] has the form P(x;, y;)-
The matrix [P(X, Y)] is known as the joint probability matrix, and the element P(x;, yj) is the
joint probability of transmitting x; and receiving y;.

15.9.1. Lossless Channel

A channel described by a channel matrix with only one non-zero element in each column is
called a lossless channel. An example of a lossless channel has been shown in figure 15.2, and the
corresponding channel matrix is given in equation (15.20) as under:

2 Ls a0
r
(Y|Xl =0 o -;- % 0 .(15.20)
0 0 0 0 1
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Figl: Noiseless Channel

It can be shown that in the lossless channel, no source information is lost in transmission.



159.2. Deterministic Channel

A channel described by a channel matrix with only one non-zero element in each row is called a
deterministic channel. An example of a deterministic channel has been shown in figure 15.3, and the
corresponding channel matrix is given by equation (15.21) as under:

1 0 O
) R | gl |
Py =0 1 0 ...(15.21)

01 0

3 M o
X

1

X - "1 : X
sl LA %
Xy ¥ Y3
X5 1

Fig2: Deterministic Channel
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Fig2: Noiseless Channel

15.9.4. Binary Symmetric Channel (BSC)
The binary symmetric channel (BSC) is defined by the channel diagram shown in figure 15.5,

and its channel matrix is given by

1-p p - 1-p i}
[P(Y| X)) = [ 5 l—p] ..(1522) x,=0 » 7,=0
A BSC channel has two inputs (¥, =0, x, = 1)
and two outputs (y, = 0, y, = 1). This channel is
symmetric because the probability of receiving a L B
1 if a 0 is sent is the same as the probability of %=1 = ¥ =1
receiving a 0 if a 1 is sent, This common transition 45, ; g o
probability is denoted by p as shown in figure 15.5. B WL aymmeTinl o
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