
Perceptron Learning Rule 
 
For the perceptron learning rule, the learning signal is the difference 
between the desired and actual neuron's response (Rosenblatt 1958).  
This example illustrates the perceptron learning rule of the network 
shown in Figure. The set of input training vectors is as follows where: 
                              

d1= -1, d2 = -1, d3 = 1, C = 0.1, Wt = [1 -1 0 0.5] 
 

 
 
 



 

 
 

 

 



 

 

 

 

 



Delta Learning Rule  
 
The delta learning rule is only valid for continuous activation functions as 
defined before, and in the supervised training mode. The adjustment of 
learning weight:  

for this rule is called delta and is defined as follows 
 
 
 

 

This example discusses the delta learning rule as applied to the network 
shown in Figure. Training input vectors, desired responses, and initial 
weights are identical to those in Example. The delta learning requires 
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that the value f'(net) be computed in each step. 

 
Example/ 

d1= -1, d2 = -1, d3 = 1, C = 0.1, 𝜆 = 1 
 
 

 

Xj 



 
 

 
 

Widrow-Hoff Learning Rule 
 
The Widrow-Hoff learning rule (Widrow 1962) or Adaline is applicable 
for the supervised training of neural networks. It is independent of the 
activation function of neurons used since it minimizes the squared error 
between the desired output value d, and the neuron's activation value,  
net = wtx. The learning signal for this rule is defined as follows: 

 
 

The weight vector increment under this learning rule is 

 
 



 

Correlation Learning Rule 
 

By substituting r = di into the general learning rule we obtain the correlation 
learning rule. The adjustments for the weight vector and the single weights, 
respectively are 

 
Multi-layer ANN and Backpropagation Learning 
Rule  
All the aforementioned learning rules work with single neuron ANN but don’t 
work with multilayer ANN. A multilayer perceptron (shown in Fig. below) is a 
feedforward neural network with one or more hidden layers. Typically, the 
network consists of an input layer of source neurons, at least one middle or hidden 
layer of computational neurons, and an output layer of computational neurons. 
The input signals are propagated in a forward direction on a layer-by-layer basis.  

Each layer in a multilayer neural network has its own specific function. The input 
layer accepts input signals from the outside world and redistributes these signals 
to all neurons in the hidden layer. Actually, the input layer rarely includes 
computing neurons, and thus does not process input patterns. The output layer 
accepts output signals, or in other words a stimulus pattern, from the hidden layer 
and establishes the output pattern of the entire network.  

Neurons in the hidden layer detect the features; the weights of the neurons 
represent the features hidden in the input patterns. These features are then used by 
the output layer in determining the output pattern. With one hidden layer, we can 
represent any continuous function of the input signals, and with two hidden layers 
even discontinuous functions can be represented.  

 
Figure:	Multilayer	perceptron	with	two	hidden	layers 



 

 

 

 



 

 

 
 
 
 
 



 
 

 
 
 
 



 
 

 



 
 

 
 
 
 
 



 
 

 
 



 
 
 

 
 
 
 
 
 
 



 
 

 


