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Lecture Outline

 What are Transforms?
* Why do we Use Transforms?

e What are Benefits of Transforms?

e Z-Transforms.
* Region of Convergence.

* Properties of Z-Transforms.

 Inverse Z-Transform.
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What are Transforms

B The term fransformrefers to a
mathematical operation that takes a given
function, called the original/and returns a
new function, referred to as the /image

B The transformation is often done by an
integral or summation formula

B Commonly used transforms are named
after Laplace and Fourier
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What Do We Use Transforms

B Transforms are used to change a complicated
problem into a simpler one:
1. The simpler problem is solved in the image domain

2.By using the inverse transform we obtain the solution
in the original domain

B Examples:

1.Laplace transform to solve a differential equation
2.z transform to solve a difference equation
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Benefits of Transforms

B Transforms are used to examine nature of signals or
seguences

B They are helpfulto solve LTI systems by transforming
differential or difference equations into algebraic

equations Vi(s) = X(s)
vi = x(t) Yals) = YVi(s) + Ysis) + Va(s)
Y2 = 3 + ¥s+ ¥ . Yals)
o }31.\] =
¥ = w |, 2171 )dr -"'
| 5
Vs = ——¥
v . 1.,
Y6 = — V4 Ys(s) = —E]-_:i.n
Yels) = —=Fyi5)
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Z-Transforms

B Laplace transforms: are used as a tool for
solving continuous-time linear time-
invariant systems and electric circuits.

B Z-transforms: are used as a tool for
solving discrete-time linear time-invariant
systems

o

We'll only focus on
Z-transforms in
DSP
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Z-Transforms

B For discrete time signhals we usually
compute z - Transform to analyze the
signal in frequency domain.

»Z - Transform makes It easier to analyze the

signal and also reduces the complexity In
calculations.

B It plays an important role in analyzing
causal systems specified by linear
constant-coefficient difference equations
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Definition of Z-Transforms

Definition:

The z-transform of a discrete time signal x[n] is defined as:

X(Z2)=z{x[n]}= i x[n]z™" IH-,IL{E)

ja . .
Where z =€ s a complex variable.

Notationaly, if x[n] has z-transform, we write '
n]«2—>H(2) /K/

z-transform may be viewed as the DTFT of an
Exponentially weighted sequence.

X(z)= Zx: x[n] Zx: "x(m)]e "¢

n=0 n=0

Unit circle

Unit circle in the complex z-plane
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Complex Numbers

A complex number is a number that can be expressed in the form @ + bi, where a and b are real numbers and 1 is the
imaginary unit, that satisfies the equation P =1 thatis, *==1 Inthis expression, a is the real part and bis the
imaginary part of the complex number.

Complex numbers extend the concept of the one-dimensional number line to the two-dimensional complex plane (also called
Argand plane) by using the horizontal axis for the real part and the vertical axis for the imaginary pari. The complex number
a + bi can be identified with the point (@, b) in the complex plane. A complex number whose real part is zero is said to be
purely imaginary, whereas a complex number whose imaginary part is zero is a real number. In this way, the complex
numbers contain the ordinary real numbers while extending them in order to solve problems that cannot be solved with real
numbers alone.

As well as their use within mathematics, complex numbers have practical applications in many fields, including physics,
chemistry, biology, economics, electrical engineering, and statistics. The Italian mathematician Gerolamo Cardano is the first
known to have infroduced complex numbers. He called them "fictitious” during his attempts to find solutions to cubic
equations in the 16th century.
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Complex Numbers

The imaginary unit or unit imaginary number denoted as 7, is a mathematical concept which extends the real number
system R to the complex number system C. which in tum provides at least one root for every polynomial P(x) (see
algebraic closure and fundamental theorem of algebra). The imaginary unit's core property is that i*=-1 The term
'imaginary" is used because there is no real number having a negative square.

There are in fact two complex square roots of -1, namely 7 and -7, just as there are two complex square roots of every other
real number, except zero, which has one double square roof.

In contexts where 7is ambiguous or problemafic, ] or the Greek 1 (see altemative notations) is somefimes used. In the
disciplines of electrical engineering and control systems engineering, the imaginary unit is ofien denoted by 7 instead of
because 1 is commonly used to denote electric current.
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Complex Numbers

a—+bi

Re

11

Y
iinthe complex or cartesian plane. &
Feal numbers lie on the horizontal axis,
and imaginary numbers lie on the
vertical axis

Dept. of Computer and Software Engineering



Complex Numbers

The imaginary number 1 is defined solely by the property that its square is -1:
) The powers of i
1 =-1. return cyclic values:

With i defined this way, it follows directly from algebra that 1 and —i are both square roots of -1. _ (repeats the pattern

Although the construction is called "imaginary”, and although the concept of an imaginary number may be intuitively more difficult to grasp from blue area)
than that of a real number, the construction is perfectly valid from a mathematical standpoint. Real number operations can be extended fo iz
imaginary and complex numbers by treating 7 as an unknown quantity while manipulating an expression, and then using the definition to -1
replace any occurrence of i2 with -1. Higher integral powers of 7 can also be replaced with 1, 1, 1, or -1: -
I~ =-1
i =% = (=1)i = —i ',
. "=
it=i'i=(=)i=-(*)=-(-1)=1
5_ 4 =i
C=ti=(l)i= :
F=-1
Similarty, as with any non-zero real number: :
q - ” 01 P=-
P S e S S | 41
t t t .
As a complex number, 7 is equal to 0 + 7, having a unit imaginary component and no real component (i.e., the real component is zero). In =i
polar form, 1 is 1 ¢1s /5, having an absolute value (or magnitude) of 1 and an argument (or angle) of ™. In the complex plane (also |

known as the Cartesian plane),  is the point located one unit from the origin along the imaginary axis (which is at a right angle to the real

. (repeats the pattern
axis).

from the bluge area)
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Complex Numbers

(a+ b))+ (e +di) = (a+ ¢) + (b+ d)i.
(a +bi) — (c+di) = (a—c)+ (b—d)i.
(a +bi)(c+ di) = (ac — bd) + (be + ad)i.

i’ =1ix1=—1.
(0 +)(c+ 1) = ac 4 bet + adi + i (dsioutve )
= ¢+ baddy + by 4 ady (commutative aw of addtion—ihe order of the summands can be changed)
=0+ i 1 (bg 1 g,d);’ (commutatve and distributive laws)
- (u,g _ bd) + (bc+ ﬂ.d)i (fundamental propery of the imaginary un).
a -+ bi ac + bd be — ady .
ctdi (cﬂ+dﬂ) + (cﬂ+dﬂ)1'
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Power Series

In mathematics, a power series (in one variable) is an infinite series of the form

flx)= iﬂn z-c)" =m+ur- C)1+[I-Q(I S N o L

n=0
where a, represents the coefficient of the nth term, ¢ is a constant, and x varies around ¢ (for this reason one
sometimes speaks of the series as being centered at ¢). This series usually arises as the Taylor series of some known
function.

In many siuations ¢ Is equal to zero, for instance when considering a Maclaurin series. In such cases, the power series
{akes the simpler form

fle) =) aa" =g gt +prt + a4

n=0
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Power Series

flx) =3 + 2x + 12 4+ 02 - 0x* o+ - - .

L _

flz)= E'-l-.fil::t — 1)+ 1(z — 1)E+D(:¢: — 1)3+ 0(x — 1}‘1+ ..

E:£§:1+I=2!=3!=
B o0 ( 1}nIEn+1 B IE’ IE IT
@)= G T wmtE At
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Poles and Zeros of Z-Transform

Po |£$ and %€f°$_ /

M06+ MQCL(,\\ ahé T WA Po < *"W\\" - ft’a uﬁgo(w\g..

P(=)
ga‘hor\a\ 'Cumc‘\’?o NS x (%) - -&_Z::';

with P JAal=): Poljno mials v 2
ZexoS: Values oF 2 for which XY= O

90‘8%2 value 5 ::>‘F 2 for which X(2)= oo
roots of P¥) 1 2evos "o ‘oots f Q(=): poles "x

may aloo have poles/zees ot 2200 [order Ql2) £ ordev P(?}]
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Poles and Zeros of Z-Transform

E%Ow\‘)IQ,SZ

=
I) 'x[n): oﬂﬂl«\}\} 2 3 X('f) = y 1zl > 1]

e @ T=0

pole @ 2 = &

zerv @ T=0O

pole @ 2 = &

7 Re ;?3
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X = 2 + =\ Wekrl<le

2~y 2 +iry
\_/_Y___/ \/‘f‘/\‘
2PNy el
Ex. 3
(2 -1 (V2D
&) T,
< > ’:Oa"/ / ,/ "/"'
2efos & 2 % —K A —;&,/)i — Kea%zl
prles @ 2= iy, M2 \'\/;‘:\{i }%
N7 i P >
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Poles and Zeros of Z-Transform

xamples: _( a7 OgtnenN- ¢
E =me 5) Aln 2 O otherw ise
oo N-\ -\ ~N N ad
X ()= L xR7F" = Z ety e N Tl ) - 72 = o
T " = wz 2! (- o)

N~ n
RoC: > Jaz'l <eo —p 1< and Z+#0O
e (entire '-?.—f\anejexcep"' *s0)

LA

N _ N > YN e = \,2 -+ N-I
Qess: = =P F s &C y =X

onC e\f. oY UJ.\\'\"
T o

05

s

7%%’//77 Relet
/Oolj /%9

s

20

Dept. of Computer and Software Engineering



Poles and Zeros of Z-Transform

_{)’iﬂhﬂ_{glesz fﬂttca ¥ ZFeros at = = o0

(2-)
ED XL‘E) — _Z+ 7) X[t)= L2+21-1 >
(z+2)(2-D) 20 @ 2=-1, | RUT
Ze0 @ 2=~ BUT pale @ 2= -)
poles @2=-2,\

. A = E — oo
ll:\m A=) = l‘_’:; 2 5 p oo 2 Poo

72 =°° 5 rJ..ll""'E' o tero

e

P omd ordecSPOI=M, ovderi@@{= N and

T4 X = TG
) N>M , then 2) M> N, ¥hen
N-M 2ems @2=o0 M-N poles ® 2 =o9
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Radius of Convergence

For a power series f defined as:

20

f(z) = z ez =a)",

n=0
Where
aisa Eumplex constant, the center of the disk of COnvergence.,

c,is the " complex coefficient, and
7is a complex variable.

The radius of convergence ris a nonnegative real number or = such that the series converges if
lz—a|<r

and diverges if
lz—a| >

In other words, the series converges if z is close enough to the center and diverges if it is too far away. The radius of convergence specifies how close is close
enough. On the boundary, that is, where |z - a] = r, the behavior of the power series may be complicated, and the series may converge for some values of z and
diverge for others. The radius of convergence is infinite if the series converges for all complex numbers z.

22
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Region of Convergence (ROC)

HOC; 5-&.{— o{' 2 *ror bdlﬁi(.l/\ Hie 2 "’fam((”o(m of a 91'7!44[
Y{'\j COY\V(_f(:,)e'g (CX\X"TS

o0

X(z)- 2_ xbyz"

yl.-.-' -

Case \: De lcxj V\/[“} — g[“—no:S

W(2) = i $lh-n,| 27" = 2"% oxcludes z=0 for 1,70

- =R for N, <O
N=-»

S[v\—nQ] B, 2 \/ 220 4 N,70

24 L N <O
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Cose 2+ X0} = o uln) rm

X(z)= ;ﬂx(q 5

o0
~ D a"pr=
n=

| prov\'

| — « %

|
n 2
“ “I"’B ¢—/> | =~ol z'l
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Region of Convergence (ROC)

in] = —a” uln-1] ) A
) e
- S Z_ =ik _?;Yl = Z (& ?_)V‘
n=-oo Nn=-od O <x < I
- =S | — :
’-z‘) pe -ZQ;\ %) +\ = T For Id'1]<‘
=0 | —oC'%
I i BT -1 (o( it EATAWA
Tm?zs
felef
Xz) ((,ay.ﬂb 16 dentical ko Y(%) ’ 12zl
Differ sa o Roc - z+mmsborms Non uniGus & RoC
w/o Koc
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Convergence = absolutel
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Region of Convergence (ROC)

EXOMP{QJ V[nx:- U‘.“‘S + ("311.(\ u‘_-n"\ o\
To wse transform pai(s rewlite ﬁR \'ﬁzﬂif

'XY_V\’S:. U‘_""\ PSLV{S - ("3/43“ u‘;n-\] l % o

2 = |
UIﬂl e '_Z;_:T : '.y\(,ovv‘fa{"\ol&

S a*—» |

n i
= \'3/4) “L‘“‘Q"j_’ 2+ 3y j

X&) does pof exist \
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Region of Convergence (ROC)

Region of Convergence:

Region of Convergence (ROC) is a sef of all values of z for which X{z) aftains a finite
value It defines the region for which z-Transform exists.

Since, the z-Transform is a power series, it attains finite va
absolutely summable. Stated differently:

X0
—R
| X(ZN:Z (|x[n]z ™) <= \We will later on illustrate this
Properties of ROC: n=0 E””“E”Li*;;';fpﬁ'gf smee A
B The ROC cannot contain any poles.

» By definition a pole exists when X(z) is infinite. Since X(z) must be finite for all z
for convergence, there cannot be a pole inthe ROC.

RIf x[n] is a finite-duration sequence, then the ROC is the entire z-plane, except possibly
|zZ| =0or|z] ==
» Afinite-duration sequence is a sequence that is nonzero in a finite interval

ny=<n<ns. Aslong as each value of x [n] is finite then the sequence will be
absolutely summable.

+ When ns=0 there will be az' term and thus the ROC will not include z = 0.
+ When n,<0 then the sum will be infinite and thus the ROC will not include |z]

converges when it is

+ On the other hand, when n,=0 then the ROC will include z = 0, and when
ny=0 the ROC will include |z] = =.

28
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Region of Convergence

As noted above, the z-Transform converges when |}((z)|[ < =0,
then we can split the infinite sum into positive and negative-
time portions. So,

| X(2)|<P(2)+N(Z)
Where N(Z) = Zﬂr[ﬂ]; )and P(2)=Y (x{n)z™)

n=0

In order for X(Z) to be finite, [x[n]| must be bounded. Let us
now set

| x[n]l= Cr™" for n<o

and | x[n]|<Cor, " for nz0
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Region of Convergence

From this some further properties can be derived:

B If x[n] is a right-sided sequence, then the ROC extends outwards from the
outermost pole in X(z).

» Aright-sided sequence is a sequence where x[n] =0 for n < ny < =_ Looking at
the positive-ime portion from the above dernivation, it follows that

- n““.
P(E)=C:Z(” )= ,3

|.|;|-'.II |
J':!-:'lI z.-"___,l

» Thus in order for this sum to converge, |z] =, and therefore the ROC of a right-
sided sequence is of the form |z] =15

B If x[n] is a left-sided sequence, then the ROC extends inwards from the
innermost pole in X(z)

» Alefi-sided seqguence is a sequence where x[n] = 0for n = ny > —=_ Looking at
the negative-time portion from the above derivation, |t follows that

' =W 4 P'\iH\I' z\l\i
vo-c3peec 3 (1] o3
» Thus in order for this sum to converge, |z| =r1, and therefmre the ROC of a left-
sided sequence is of the form |z] = 1

30
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Region of Convergence

B |f X [n]is a two-sided sequence, the ROC will be a ring in
the z-plane that is bounded on the interior and exterior
by a pole.

» A two-sided sequence Is a sequence with infinite duration in the
positive and negative directions.

B From the derivation of the above two properties, it
follows that if r, <r < r, which is common region where
both sums are finite, converges thus X (z) converges as
well. Therefore, the ROC of a two-sided sequence is of
the form ry < |z| <.

B If r,>ry, there is no common region of convergence for
the two sums and hence X(z) does not exist.
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Region of Convergence

| . ._' 21 o
ROC for Left-Sided Sequence ROC for Right-Sided Sequence

’

ROC for [X(z)]
32
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Examples

B Example 1: Determine the z-transform of the following
signals

(ax[n]=[1, 2, 5, 7, 0, 1]
Solution: X(z) = 1 + 2z'+ 5z2 + 7z3 + z°> ROC: entire z plane
exceptz=10

(b)y[n]=[1,2,5,7,0,1]

Sn'ljuéc‘inn: Y(z)=z2+2z+ 5+ 7z' + z2: ROC: entire z-plane except
7=0 & o0,

(c)z[n] =[0,0,1,2,5,7,0,1]
Solution: z2 + 2z + 524 + 72> + z7-ROC: all z except z=0

33
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Examples

Example 2: Determine the z-transform of x[n] = (1/2)"u[n]
Solution 2:

= -pl
X(z)= ) x[n]z ™" i
N0 2 ne={ 2 /
=1+lz“+(lz 5 \\
2 2
I 1
L
2

ROC: [1/2 z'| < 1, or equivalently |z| > 1/2

34 Dept. of Computer and Software Engineering



Examples

Example 3: Determine the z-transform of x[n] = a"u[n]
Solution 3:

z-plane

X()=Ya'z=" =3 (az)
n=0 n=0
\\

g

=14+az! —I—(ﬂﬁ_l) to, \

1 z

- -1
1—az zZ—d

Here, X(z) is taken to be converging, i.e, |az'|<1 or |z|=a. Henc% for
the signal x[n] the RoC is entire region outside the circle = = d€

35
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Examples

Example 4: Find out the z-transform of unit impulse sequence.

Solution 4: The unit impulse has only one term that is equal to one
when n = 0; therefore

Z{s(n)} = i Sm.z"=1z"=1.1=1

ROC: entire Z plane
Example 5: Find out the z-transform of unit step function.

Solution 5: From the definition of step function and z-transform we get,

Ziu(n)} = il.z_”

_ _ _ 1
— 14z 4z 4z 4. = ~
11—z

RQAC: 1z71<1 or |z]|=1
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Tutorial

Tutorial 1:

1- Find the z-Transform and ROC of the following:
(a) Unit ramp signal x[n]=n

(b)q[n] =8[n-k], k>0

(c)r[n] =8[n+k], k=0

2- Find the z-transform of:

(a) x(n) = efu(n)

(b) x(n) = rn cos(Bn)u(n), where 0 <r=1

(¢) x(n) = Sin(Bn)u(n)

3- Find the z-transform of the finite length signal shown in the
figure below. N

E'grrhr

T 2T 3T 4T 3T 6T 771

37
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f-;:"l.rrr

M)
“””Hn
T
sin(&r) g,y
COS(H11) Uy
L._—l'_i'.l'.l

e M cos(Hn) i,

38

— ] — az—1

)
£

z— 1)° (1 — z—1)?
ZsiniE)

-

el

2 2zcos(@) + 1

e

(2 — cos(#))
2 — 2zcos(#) + 1

L

e Ysin(d)
2 _2re"cos(f) + e 2o

—_—

7(z — e “cos())

-

el

- ¥

A 2:— o ﬂL‘iS[HJ‘ + e
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Properties of Z-Transform

P1- Linearity:

Ij X,n] < X4(z)
and X,[N] < X,(Z)
then

apxq[n] + axa[n] < a1X4(2) + a,X,(2)
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Properties of Z-Transform

Example 1: Determine the z-transform of x[n]=[3(2") -(3")Ju[n]

Solution 1: 1

v zla"uln]]= =

l—az
- z[3(2)" —4(3)']=3 : - —4 : 1
1-2z 1-3z

Example 2: Determine the z-transform of the signal (coswgn)u[n]
Soultion 2: 1 . 1

[CDS u-’[,ﬂ]u[ﬁ] = _e/" 4 _ g M

2 2
zﬂcns w[,n}u[ﬁ]}: 1 1 + 1 1_ —

21—z 21_e My
1—z" cosw,

1-2z7 cosw, +z°

40
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Properties of Z-Transform

P2- Time Shiftingq Property:

If
then

Proof: Since Zdn—kll= > x[n-klz™~

X[n] < X(z)

X[n-k] < z’kX(z)

X

H=—00

then the change of variable m = n-k produces

o0

zZlx[n—Kk]] = Z x[m]z=

m=—00

o0

=z "> x[m]z" =z7°X(2)

m=—00

41
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Properties of Z-Transform

Example 3: Use time shifting property to find z-transform of
u[n]—u[n-N].
Soultion 3: The z-transform of u[n]can be found as

z[u[n]l = >, uln]z™ = i z "

M=—w

— 1+ z '+ 27"+ ... —~ 1_1
|
Now the z-transform of u[n]-u[n-N] may be found as
follows: 1 s
zluln]l—uln—N]]= ——z —
l1—=z |
] -z
B 1—z"
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Properties of Z-Transform

P3- Scaling in the z-domain:
If X[n] <> X(z)
Then| a™[n] <> X(a'z), |for any constant a, real or complex.

Proof: E[ﬂﬂx[ﬂ]] = iHHX[H]E_H = ix[n](a‘lzyﬂ =X (.::.-f‘lz)

=0

Example 4: Determine the z-transform of a"(coswgyn)u[n].
Solution4: Since
z[cos(wyn)u[n] =

1—z"'cos w
0

1-2z"cosw, +z7°

1—az™ cosw,

- Zla" (coswyn)u[n]] =

43

2

-1 2 =
1-2az cosw,+a’z

Dept. of Computer and Software Engineering



Properties of Z-Transform

P4- Time reversal:
fx[n] <> X(z) then | X[a]leXE)
Proof:

Axf-al]= Dbl = T k" = Tl -XC")

Example 5: Determine t:mne Z- transform of u[-n].
Solution 5: Since z[u[n]] = 1/(1 =Z").
Therefore, Z[u[-n]] = 1/(1-2)
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Properties of Z-Transform

P5- Differentiation in the z — Domain:
X[n] & X(z) then |nx[n] = -z(dX(z)/dz)

Example 6: Determine the z-transform of the
signal x[n] = na"u[n].

Solution 6: |
v zla"u[n]] =

-1

: d 1 az™
s Z[natuln]]=-z — =
dz 1-az (l—az‘l
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Convolution in Z-Transform

If X4[N] <> X4(2) and X;[n] <> X5(z) then
X1[N]"%a[N] = X4(Z)X5(2)
Proof: The convolution of x4[n] and X>[N] is defined as

x[n)=x[n]*x,[n] = Zrl[k x,[n—k]

k=—ax

The z-transform of x[n] is

X(z)= le x[n]z™" = ZI: { le x, [k]x, [ﬁ —k]}z‘”

H=—00 H=—0x | k=—o0

Upon interchanging the order of the summation and
applying the time shifting property, we obtain

X@2)= Y lk ()[z wln- klz‘“] X, (2) Sk = X660

46
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Convolution in Z-Transform

Example 7: The following example illustrates the relation between the z-Transform and
convolution. Consider two sequences: ¥;[n]=[1 2 2] and x3[n]=[2 3 4]

The Z transform of x4(n) Is.

Xiz)=1 + 2271 + 277

The Z transform of x5(n) is.

Kl\Z)=2 + 2771 + 47

Multiplying the 2 transforms give X(z), the Z Transform of the convolved signal.

K@) =XUDX2Z)=( 1+ 271 +223)( 2+ 2271 + 472

X(z) =2+ 77" +14z2 +147° + 874

Taking the inverse z-Transform gives the following for the convolution of the 2 sampled
signals.

X(n) =[2 714 14 §]
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Convolution in Z-Transform

Instead of using the z-Transforms, we can convolve the two signals directly using the
convolution summation as illustrated belnu}ﬂ.r-

x(m)="> x (k)x, (n— k)

E=
In this sum m must range over all values for which the product i1s finite. If both signals have a
total of m samples (6 for this case)then there must be m- 1 values for n (5 in this case).

The following equations shows the convolution sum being evaluated for values of nfrom 0to 4
(5 terms). Only the non-zero contributions are included.
X(0)=x(0)x2(0)=2
X(T=54 (021 )44 (1)xe(0)=7
X(2)=X4 (0)xa( 20+ (1)xa(1)+x4(2)x:(0)=14
X307 (1)x2(2)+x4 (2)xa(1)=14
X(4)=X1(2)xz(2)=8

Hence x(n) =[2 7 14 14 8]. The above equations show that applying the convolution sum directly give the
same result as multiplying the two Z Transforms and taking the inverse transform.
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Convolution in Z-Transform

Example 8: Compute the convolution of the signals x4[n] =

[1,-2, 1] and
{1, 0<n<5

0, elsewher

x[n)=

Solution 8:

X(2)=1-2z"1+ 22
Xp(z)=1+z"+z2+2°+2% + 27

Now X(z) = X(2)X»(2) =1-2z1-2%+ 2"
Hence x[n]=[1,-1,0, 0, 0, 0,-1, 1]

Note: You should verify this result from the definition of the
convolution sum.
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Correlation in Z-Transform

If x4[n] & X;(z) and x;[n] & X,(z) then

C1xalK] = Xq(Z)X,(z7)

Initial Value Theorem:

If x[n] is causal then

Proof:  y(z)= ZI
1=

Obviously, asz 5 «

x[0]=lim X (2)

[n]z7" = 0]+ 1)z +x[2]z 7" +....

, Z=-n — 0 since n >0, this proves the theorem.

Final Value Theorem:

If X[n] <> X(z), then

o] =lind1 -z JX(2)
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Examples

Example 8: Find the final value of
2z71
1-1.8z27"+0.8z""

X(z)=

ZZ_I

Solution 8: (- X@=(-7") =S

j 2z71 _ 2z~
1—z7J1+052z7) 1+0.5z7°

The final value theorem vyields
. 2z7" 2
loo] = im = =10
ol =1 1-0.8z" 0.2
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Tutorial

Tutorial 1:

(a) Find Z transform of x[n]=30[n]-1.5 0[n-2]-
0[n-3]+4 d[n-9]

(b) Prove the differentiation property of z —
transform.

(c) Prove the correlation
(d) Prove the Final Value Theorem
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B In general, the inverse z-transform may be found
by using any of the following methods:
» Power series method
» Partial fraction method

We won’t use this method

» Contour Integration — TS e
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Power Series Expansion

K(z) = i__}[ﬂl ¥

e b 21T +'>(Y:lh v x[ol+ ’Xﬂi'#x[mh‘ﬂ...,

) Write Function to be inverted as a Power series
?_) Iéeﬂ{'n{'\} 9({5*\ as C,oeg;deﬂ.\. O{. z-h

ol -4
EXam le.'. Xz 27+ 3 _2t+ | v 3% -tz
P ) %"’1 Xt §m “i[q \ x [4]

i)z 25In+5)+ STnr3) -2 lna2) + Sl +3 S]] =Y Slu-y]

54

Dept. of Computer and Software Engineering



Power Series Expansion

‘Péwef suie s exPansidn can ‘et -{fravxéLCv\Aen'\'a\
'FunC\'T'DmS OS’ T

Fo X@ = et 2T}

_ e o
Recall QJPEX-S-— 7;1, at >
9 N oo N
_ czx’) D 2"
X & BEL. :\Z..-o =
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Ex. Y@= ==

|21 7Y
_ ') n<o
JK.LH‘B o I vi=— D
-lf?_ n=1|
-—lj,_l n= 2
—Vg M= 3%
- e n=4

| - "'fl_'t-l — ‘.i'r., 3_1-

-3 J__ -Lj
_"'f%% —”az -e &

- ol |
-1 Ji-2

| —lat:._a”"l
--f:-:‘-t."-l-"'-l 2
-_E:' ?.‘:_ P
_hytF gz
a2 ?
-'Z%‘g’ v W

= |ﬁgz'q

xinl= 2 S - [‘fl)nutu‘)
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Power Series Method

Example 1: Determine inverse z-transform of
1

1-1.5z7'+0.5z7¢

X(z)=

Solution1: By dividing the numerator of X(z) by its
denominator, we obtain the power series

. 31,742,153 314
=l+3z 44z +5z gzt

. x[n]=[1, 3/2, 7/4, 15/8, 31/16,....]
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Power Series Method

Example 2: Determine the inverse z-transform of

4—z7
X(z)=
2 22z 4277

Solution 2: By dividing the numerator of
X(z) by its denominator, we obtain the
power series

. x[n]=[2 15, 05, 025, ....]
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Power Series Method

B Tutoriall: Find the Inverse z-transform of the
following by power series method.

1
-4z +627°
0.5(1-22")(1+0.52™)
(1+0.52)1-052")

a)X(z) =

bYW (z) =
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Examplel: Partial Fraction

* Decompose the following:

3

.:'::5 —2.1:4 +x"+x+5

.1:3 —2.1:2 +x —2

The numerator is of degree 5; the denominator is of degree 3. So first | have to do the long
division:

:-':2

x3 —2;:2 +x— 2};{5 — 2x4+x3 +DJ':2 +x+5

= oxt 2 —axd

2;:2 +x+5

The long division rearranges the rational expression to give me:

o 2x% +x+5
—2xtpx—2

Mow | can decompose the fractional part. The denominator factors as {1‘: + 1)(x — 2).

z, 22 +x+5
(% +1)(x=2)

X
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Examplel: Partial Fraction

The x< + 1 is irreducible, so the dec omposition will be of the form:

Dxt x4 S A | Bx+C

 —2xt 4 x—2 x—2 x2 +1
Multiplying out and solving, | get:

-

Ixt+ x+ S =40 + 1)+ (Bx+ C)x—2)

Xx=2:84+2+5=A()+ 2B+ CY0). 15=54_and .4 =73
x=0:-0+0+5=3(1)+ (0 + CWO—2).
S=3_—20C.2=-2C. and C =—1
rx=1-2+1+5=3(1+ 1)+ (18— 1)1 —2).
=6+ (B—1)}—-1)=6—8B~=1

oo 0o

i —B. 1=—F8_ and 8 =-—1
Then the complete expansion iIs:
- 3 —x —1 = 3 x+1

x + -+ =x -+ —
x—2 xZ%T41 x—2 xZ%T41
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Example2: Partial Fraction

Find the partial fraction decom position of the following expression:

x2+1

x {I —1}3

The factorx — 1 cccurs three times in the denominator. | will account for that by forming
fractions containing increasing powers of this factor in the denominator, like this:

P A B o Is)

x[x—ljlg - I_1+|::.~:—1:]2 +|:;.;_1:|3 +?

Mow | multiply through by the common denominator to get:
At 1l =Ax(x— 1¥ + Brix— 1)+ Cx + D(x — 1)

I could use a system of equations to solve for. 4. B, C, and 2 but the other method seemed
easier. The two zerocing numbers arex = 1 and x = 0: so

1: 1 +1=0+0+-C+0.so0=2
0:1=0+0+0—0D_ solD=-1

4

A

But what do | do now? | have two other variables, namely 4 and &, for which | need values. But
since I've got values for C and I, | can pick any two other x-values, plug them in, and get a

system of equations that | can solve for.4 and B. The particular x-values | choose aren't
important, so I'll pick smallish ones:
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Example2: Partial Fraction

(2P +1=A2)2—1P +B(2)2 - 1)+ (22 + (=1)(2 - 1)
4+1=24+28+4-1

5=24+ 2B+ 3
l=4+58

xr=-—1:

(=12 +1=A(—1)=1— 1) + B(—1)(=1 — 1} + (2N=1) + (=1)(=1 — 1)°
1+1=—44+2B—-2+8

2=—44+2B+6

24—B=2

I'm still stuck solving a system of equations, but by using the easier method to solve for C and
D | now have a simpler system to solve. Adding the two equations, l get 34 =3 so4d =1
Then B = 0 (so that term in the expansion "vanishes”), and the complete decomposition is:

1 2 1

.:t:—l+|: 3 x
:.t:—l:l
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Example3: Partial Fraction

* Find the partial-fraction decomposition of the following:
x—3
x¥ +3x

Factoring the denominator, | get l’{.‘-.'l + 3). | can't factor the quadratic bit, so my expanded form
will look like this:

x—3 fEl Ex+C
x(x2+33| :J:2+3

Note that the numerator for the "x= + 3" fraction is a linear polynomial, not just a constant term.
Multiplying through by the common denominator, | get:
y—3=A0" +3) = (Bx+ O)x)

x—3=Ax’ =34+ B+ Cx
x—=3=(4d+Bn + (O + (34)
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Example3: Partial Fraction

The only zero in the criginal denominator is x = 0, so

(0) =3 = (4 + BY0) + C(0) ~ 3.4

—3 =34

Then.4 =—1. Since | have no other helpful x-values to work with, | think I'll take the ocne value
I've solved for, equate the remaining coefficients, and see what that gives me:

r—3=(=1+Bp?+ (-3
—1=-EB=0 and C=1
B=1and C=1

(There is no one "nght” way to solve for the values of the coefficients. Use whichever method
"feels” nght to you on a given exercise.)

Then the decomposition is:

-1 x+1
_I_

X .1:2+3
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- Set up. but do Nnot solve, thhe
decom position eguality for thhe
following:

Sint:ex1 + 1 is not factorable, 'l have to use numerators with linear factors. Then the
decomposition set-up looks like this:

4 B Cx+D) E+F Gx+H
Attt
' (I_‘U X"+l [xz +1) (xz +1)
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Example5: Partial Fraction

* Decompose the following:
x= —2xt ¥ x

.x:s —2.1:2 +x —2

3+.:'::+5

The numerator is of degree 5; the denominator is of degree 3. So first | have to do the long
division:

:-":2

o —oxd - E)xj —oxt 2 0% x5

x —2xt 2 —oxd

2;:2 +x+5

The long division rearranges the rational expression to give me:

. 2x% +x+5
+

x
x3—2x2+x—2

Mow | can decompose the fractional part. The denominator factors as {.‘f: + 1)(x — 2).

2, DX+ x+5
[ +1)(x—2)

X
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Example5: Partial Fraction

The x= + 1 is irreducible, so the dec omposition will be of the form:

2z +x+5 A | Bx+C
©—2x+x—2 x—2 x2 +1

Multiplying out and solving, | get:

2l s x+ S5 =42+ 1)+ (Bx+ Cix—2)

¥=2:-8+2+5=_4(5)+ (2B + C)0). 15 =54 and 4 =3

x=0:0+0+5=3(1)+ (0 + CN0—2).
S=3—-2C.2=-2C. and C=—1

x=1:2+1+5=3(1+ 1)+ (18— 1)1 —2).
8=6+(B—1N-1)=6—B+1.
8=7—B.1=—B.and B=-1

Then the complete expansion is:

= 3 —x—1 = 3 x+1
x o + + =x -+ —
x—2 x%41 x—2 x241

The preferred placement of the "minus” signs, either "inside” the fraction or "in front”, may wvary from
text to text. Just don't leave a "minus” sign hanging loose undemeath.
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Partial Fraction Method

Faf‘['\’q\ F(¢L+TOA Expans‘"or\_ ‘

: ; -\
inversion of raHbv\al Functions of Z

g(eak X(ﬂ into e,\eme_vd‘a(j Fb(mg et can b e
ver ted \o\’ inspectisn

| ¢2= +2 °© e R | +2
X(%): = = bare ,—'/2_?"

/ "g/‘)_t" +"£ 2

121> N }/

eOSJ to {V\\Ielf

" (M\Ao” FfoCeSS 0(' coWlAM;r\f) u)l.'H\- comg N clenom;nq‘l'or

69

Dept. of Computer and Software Engineering



w e

2) Factor denominater as Pro:l.u\d' of l“o‘(iqr ferms

N-|

N-|
2 B 2. by "
Eso g k=0
g -k
A T N "
Ec} ao 7'_(|'—Ak—'2 ')
k=4
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Partial Fraction Method

5) Use Pa(Jn'a\ Ltrackmn Cxpancion in Cirst-order term <

N-|
g sk N A

- = i Yot iack >

Qg_:_p,E:__.- — Z e (asgumms distinc cl.,,
- -1 k=1
Q m"éf“: )
o k=1
v Af

if d; reipeaﬁ‘cclq~+rmes :{—, (,_—dﬂ:)‘l
L/) Tavert eacly term LAS(‘V\CB QQL

¢ n D Ah
A 2— A"A‘,,““ ]
|—4,2" D5 -A 4 uln-i] %rtt\ﬂc\q

_,q(nn)...(m_g-p_ "o
A . 2 5 A () (n48-1) CJ:‘ 0 Sor 1234y ( - Jg Ufn-1]
it e for 120 <def
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Partial Fraction Method

- T R
EXGMP{& . X(%) (1-%e)(-2" Y —27") i<z

15 M=2 <N=3 =P no |ov\6c§i\/fgl'o«\
2) Densminator ;s Puabiaved
3} Par¥+ Fraction E\CQOV\%(D\/\

p‘s . A= X)) 1/12)\

(2 < A " A :
(-2 -2 l—' - w s = 5 by \
(1-22")0— ") =
A= XO-22),- = 2 = 1=2+9 _ 3—-. 1
(=43 =2) 2

A, = X(2) (1-% ) \ 2y = 2
\ pA - 2
(Y= . * F T
X -2 [—22 ) 28
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Partial Fraction Method

) Tavect each ferm using ROC inbo adid
RoC: <1zl & /2;//'}
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Partial Fraction Method

. _ 2wt -H= +4 TheROCis0<|z|<1. z=0mustbe
E"(ﬂmf),e“ X(I\J B T2 22 —Y % excluded due to the pole in X(z).
- - -3
{}3 Wite o powers & 3! th) I 07" -427% +Yz
2—- 23" —4=z2*

I) M:g}NiL ng\on%cliq{‘&xﬂﬂ

-z 4-?-"1
=1 =1
..-'L‘_t =23 1L {:};E'g_l-{-l"z_tﬂ 1FI4__,|

273 4+ 2374~ 5 7

Al E%'T-; \
—Gri-37"' 3

—

-5z -2

= -5y -2
= -t =
Az i 2-2¢'-Y4t
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Partial Fraction Method

l> Factor Ae.nom}an‘\of g g G
X)= -2 %% ¥ 2(1e27" )22
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Partial Fraction Method

B Tutorial2:Find the inverse z-transform of the
following by partial fraction method.

H)Y(z) _ z
U(z) 2P -3z+2
2705z
b)X(z) = ( )

1-05z7")(1-0.82z7")"
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Z-Transform Solution of Linear
Difference Equations

B We can use z-transform to solve the
difference equation that characterizes a
causal, linear, time invariant system. The
following expressions are especially useful
to solve the difference equations:

» z[y[(n-1)T] = 27Y(z) +y[-T]
> Z[y(n-2)T] = z%Y(z) + Z7y[-T] + y[-2T]
> Z[y(n-3)T] = z°Y(z) + Z%y[-T] + z'y[-2T] +y[-3T]

77 Dept. of Computer and Software Engineering



Z-Transform Solution of Linear
Difference Equations

Example 5: Consider the following difference equation:
y[nT] =0.1y[(n-1)T] = 0.02y[(n-2)T] = 2x[nT] — x[(n-1)T]

where the initial conditions are y[-T] =-10 and y[-2T] = 20. Y[nT] is the
output and x[nT] is the unit step input.

Solution 5: Computing the z-transform of the difference equation gives

Y(z) =0.1[z7Y(z) + y[-T]] = 0.02[z2Y(z) + zy[-T] + y[-2T]]=2X(z)— z'X(z)
Substituting the initial conditions we get

Y(z) = 0.1z1Y(z) +1 = 0.02z2Y(z) — 0.2z =0.4 = (2 — z")X(2)
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Z-Transform Solution of Linear
Difference Equations

(1-0.127"-0.02272 )7 (2) = 2 —2'1)1 0227206
—Z
S |
Y (2)-02z"-0.0222]= ‘; L _—02z7-06
— Z
1.4-0.6z7'+0.2z"" 1.4—-0.6z"+0.2z7"

I(z)= 1—zJ1-01z"-0.02z7) (-z'N1-02z'Ji+0.1z")

 1.4z°-0.6z"+0.2z
(z-1Nz-02)z+0.1)

Y(z) 1.136 —-0.567 0.830

= + +

i z—1 z—0.2 z+0.1
l_l—i}.jﬁ? 1 _1+G.83D;_1

1-z 1-0.2z 1+0.1z
and the output signal y[nT]is

¥(z)=1.136

yvinT |=1.136 u[nI |- 0.567 (0.2) u[nT |+ 0.830 (-0.1)"u|[nT ]

79

Dept. of Computer and Software Engineering



Tutorial

B Tutorial3: Determine the step response of
the system
y[n]=ay[n-1]#x[n] -1<a<1
When the initial condition is y[-1]=1
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End of Chapter
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Lecture Outline

* Functions of Digital Filters.
* Advantages and Disadvantages of Digital Filters.

* Different Methods for Describing Digital Filters.

* Classification of Digital Filters.
* Filter Structures.

* Types of Digital Filters.

* Finite Impluse Response (FIR) Filters Design.
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Digital Filters

B A filter is essentially a system that selectively changes

the wave shape of a signal in a desired manner.

Objectives of filtering are to
» Improve quality of a signal (remove noise)
» Toextract info from signals
» Toseparate two or more signals previously combined

A digital filter, is a mathematical algorithm implemented
iIn hardware and/or software that operates on a digital i/p
signal to produce a digital o/p signal for the purpose of
achieving a filtering objectives.

Compared to analog filters, digital filters are preferred in
many applications like data compression, speech
processing, image processing, biomedical signal

processing, data transmission etc.
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Functions of Digital Filters

The primary functions of filters are one of the followings:

(a) To confine a signal into a prescribed frequency band as in low-pass,
high-pass, and band-pass filters.

(b) To decompose a signal into two or more sub-bands as in filter-banks,
graphic equalizers, sub-band coders, frequency multiplexers.

(c) To modify the frequency spectrum of a signal as in telephone channel
equalization and audio graphic equalizers.

(d) To model the input-output relationship of a system such as

telecommunication channels, human vocal tract, and music synthesizers.

(e) To enhance or restore original by removing noise or distortion from
corrupted signal.
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Advantages of Digital Filters

Digital filters can have characteristics which are not possible with
analog filters such as a linear phase response.

Digital filters does not vary with environmental changes, for eg:
thermal variations.

Frequency response of a digital filter can be automatically adjusted if
it is implemented using a programmable processor.

Severali/p signals can be filtered by one digital filker without the
need to replicate the hardware.

Both filtered and unfiltered data can be saved for further use.

Digital filters can be fabricated to make them small in size, to
consume low power

Digital filters can be used at very low frequency found in many
biomedicine applications.

Digli(tal filters can be made to work over a wide range of freq: by
making change to the sampling freq:
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Disadvantages of Digital Filters

B Speed is limited in digital filters as compared to analog

filter.

» In real time situations, ADC and DAC processes introducesa
speed constraint on digital filters.

» The speed of operation of a digital filter also depends on the
speed of digital processor.
Finite Wordlength effect: Digital filters are subject to ADC
noise due to quantization of continuous signal and round
off noise incurred during computation which could lead to
instability.
Long design & development time for digital filters,

especially hardware development, can be much longer
than for analog filters.
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Different Methods for Describing
of Digital Filters

Filters can be described using the following time or frequency domamn methods:

(a) Time domain input-output relationship.
difference equation 1s used to describe the output of a discrete-time filter mn

terms of a weighted combination of the mput and previous output samples.
For example a first-order filter may have the following difference equation

v(m)=a v(m-1)+x(m)

where x(m) 15 the filter mput, y(m) 15 the filter output and a 15 the filter
coefficient.
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Different Methods