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Key Features of Chapter 5: 

• A Model of Image Degredation & Restoration. 

• Noise Models . 

• Statistical Models of Spatial Noise . 

• Noise Models – Probability Density Functions. 

• Image restoration in the presesncce of Noise 

Only . 

• Adaptive filters . 
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A Model of Image Degredation & Restoration   

 Image Degredation is a process that operates on an “input” image 

f(x,y) during the process of acquisition and/or transmission. 

 It is assumed that it is the result of a degredation function H(u,v) 

plus an additive noise N(u,v) acting on the frequency domain: 

G(u,v) =H(u,v)F(u,v) + N(u,v). 

 The observed degraded image g(x,y), can be modelled as 

g(x,y) = h(x,y)f(x,y) + (x,y), 

 where h(x,y), (x,y), and g(x,y) are the inverse DFT of H(u,v), 

N(u,v), and G(u,v), respectively.   

 The process of restoration aims to recover f(x,y) from the observed 

degraded image g(x,y). Restoration requires a realistic model of 

noise to be removed first, and then filtering out H(u,v).  
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Noise Models   

 Noise in digital images arise during  

 Aquuasition: environmental conditions (light level & sensor 
   temperature) 

 and/or transmission – interferance in the transmition channel. 

 To remove noise we need to understand the spatial Characteristics 

of noise and its frequency characteristics (Fourier spectrum). 

 Generally, noise level is assumed to be independent of position in 

image and uncorrelated to pixel values, i.e. we cannot say that 

noise effects some positions or pixels values more or less than 

other even if this is so visibly.  

 White noise refers to noise function with constant Fourier spectrum 

 Spatial noise is described by the statistical behavior of the gray-

level values in the noise component of the degraded image. 
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Statistical Models of Spatial Noise   

 Spatial noise can be modelled in terms of the statistical behavior of 

the gray-level values in the noise component of the degraded image, 

i.e.  a random variable with a specific probability distribution. 

  Important examples of noise models include: 

1. Gaussian Noise. 

2. Rayleigh Noise. 

3. Gamma Noise. 

4. Exponential Noise. 

5. Uniform Noise. 

6. Impulse Noise (Salt & Pepper). 
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Noise Models – Probability Density Functions & graphs 
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Determining  noise models  

 To determine the noise model in a noisy image, one may select a 

relatively small rectangular sub-image of relatively smooth 

region. The histogram of the sub-image approximates the 

density probability distribution of the corrupting model of noise.  

 The simple image below is well-suited test pattern for illustrating 

the effect of adding noise of the various models. 
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Addition of noise - Examples 
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Addition of noise - Examples 
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Adding Noise with MATLAB  

 MATLAB provides special instructions to add noise to an image 

Imnoise (f, type, parameters) 

 e.g.    imnoise (f, „gaussian‟, m, var), and 

  imnoise (f, „salt & pepper‟, d) 

 The left-most image below has been corrupted with  “Salt & 
Pepper” noise with different densities.  

Salt&pepper, d=0.05 Salt&pepper, d=0.025 Original Clean image 10 



Image restoration in the presesncce of Noise Only   

 Here we assume that H(u,v)=1, i.e. the degredation is modelled as: 

g(x,y) = f(x,y) + (x,y), 

 Spatial filters have been designed to remove noise include: 

1. Mean filters – Arithmetic, Geometric, Harmonic, & 

Contraharmonic 

2. Order Statistics Filter – Median, Max, min, Midpoint  

 And 

3. Adaptive Filters.   

 These filters are applied in the same way as before using a square 

array neighbourhood of size 3x3, 5x5, ...etc. 

 The resulting image approximates the perceived clean image f(x,y).  
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Types of Mean Filters  
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Types of Mean Filters - continued 
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Effect of Mean Filters 

Image (a) restored with  

Contraharmonic  filter, Q=1.5 

Image (b) restored with  

Contraharmonic  filter, Q=-1.5 

Image (a)  

corrupted by 

pepper with 

probability 0.1  

Image (b)  

corrupted by 

Salt with 

probability 0.1  
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Effect of Contraharmonic  Filters with wrong sign  

Image (a) with  application of 

Contraharmonic  filter, Q=-1.5 
Image (b) with application of 

Contraharmonic  filter, Q=1.5 

Image (a)  

corrupted by 

pepper with 

probability 0.1  

Image (b)  

corrupted by 

Salt with 

probability 0.1  
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Salt noise and Pepper noise Removal 

Image 

corrupted by 

pepper noise 

with 

probability 0.1 

Image 

corrupted by 

salt noise with 

probability 0.1 

Min and Max order statistics filters may be useful in removing salt noise and 

pepper noise, respectively, but the result depends on the noise density.  

Removing 

Pepper noise 

with Max filter 

Removing 

Salt noise 

with Min filter 
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Spatial Noise removing filters in MATLAB   

 The mean as well as order statistics spatial filters can be applied using 

the following MATLAB instruction: 

F=spfilt(c, Type, m, n, parameters), 

 Where Type refer to one of the filters defined earlier, and m and n 

represent the filter size. 

Examples  

 F=spfilt(c, „amean‟, m, n) - for arithmetic's mean 

 F=spfilt(c, „gmean‟, m, n) - for geometric's mean 

 F=spfilt(c, „hmean‟, m, n) - for Harmonic  mean 

 F=spfilt(c, „Chmean‟, m, n, Q) - for contrahamonic mean 

 F=spfilt(c, „max‟, m, n) - for max mxn mean filter 

 F=spfilt(c, „min‟, m, n) - for the min mxn filter 

 F=spfilt(c, „midpoint‟, m, n) - for the midpoint mxn filter 

 F=spfilt(c, „median‟, m, n) - for the median mxn filter 
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Adaptive filters   

 The previous filters are applied regardless of local image variation.  

 Adapted filters change their behaviour using local statistical 

parameters in the mask region.  Consequently, adaptive filters 

outperform the non-adaptive ones. 

 The following formula defines a simple adaptive filter: 

f(x,y) =c(x,y) - I
2(c(x,y)- mL)/L

2 ,  

 where  mL and L  stand for the mean and standard deviation of pixel 

values in the mask region, and I   is the image standard deviation. 

  An adaptive median filter can be defined which aims to replace f(x,y) 

with the median of a neighbourhood up to a specified size as long as 

the median is different from the max and min values but f(x,y)=min or 

f(x,y)=max. Otherwise, f(x,y) is not changed. This filter is implemented 

using the MATLAB instruction:  

adpmedian(f, Smax) 

  where Smax is the maximum allowed filter size. 
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Example 

Image heavily Corrupted 

with Salt & Pepper  

Result of filtering with 7x7 

median filter.  
Result of filtering with 

adaptive 7x7 median filter. 
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Summary   

 There are different noise models.  

 For good strategy in removing noise and restoring image quality one 

needs to determine noise distribution. (Check the histogram in a 

reasonable size smooth region with visibly small variation in values) 

 Once the noise model is estimated use an appropriate filter. Histogram 

in the same region indicates level of success. 

 Denoising (i.e. removing noise) often introduce other side effects.  

 Advanced de-noising filters are based on adaptive strategy, i.e. the 

procedure tries to adapt the application of the filter as it progresses 

(see the main reference book on these types of filters). 

 Frequency domain filters provide powerful de-noising methods.  

 Noise in Colour images may have different characteristics in different 

colour channels, but removing noise uses the same strategy.  
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END of Chapter 6 
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Key Features of Chapter 6: 

• Colour Fundamentals. 

• Colour Models . 

• Pseduocolour image processing . 

• Full Colour Image Processing. 

• Colour Transformations. 

• Sharping and Smoothing . 
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Colour Models 
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Colour Models 
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Colour Models 
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Pseudo-Color Image Processing 

29 



Pseudo-Color Image Processing: Intensity Slicing 
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Pseudo-Color Image Processing: Intensity Slicing 

31 



Pseudo-Color Image Processing: Intensity Slicing 

32 



Pseudo-Color Image Processing: Application1 
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Pseudo-Color Image Processing: Application2 
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Pseudo-Color Image Processing: Application3 
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Gray Level to Color Transformation 
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Gray Level to Color Transformation 
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Gray Level to Color Transformation 
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Combine Several Monochrome Images 
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Combine Several Monochrome Images 
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Basics of Full-Color Image Processing 
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Key Features of Chapter 7: 
• Fourier Analysis – Shortcomings. 

• Wavelet Transforms. 

• CWT and DWT. 

• One Dimension (1D) DWT. 

• Multi-Resolution  2D Wavelet Transforms. 

• Different Decomposition Schemes. 

• Statistical Properties of Wavelet subbands. 

• Applications of Wavelet Transforms. 

• DWT Filters Types in Matlab. 

• DWT Functions in Matlab. 

 



7.1 Fourier Analysis – Shortcomings  

• Fourier analysis of the two signals, below, give the same answer 

• Thus FT does not provide spatial support, i.e. cannot provide 

frequency and time/space information simultaneously  

f(x) = concatenation of cos x,cos 2x, & cos 3x
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7.2 Short-Time Fourier Transform (STFT)  

 It maps a signal into a two-dimensional function of time and 
frequency, i.e. provides some information about both when 
and at what frequencies a signal event occurs.  

 The drawback is that once you choose a particular size for 
the time window, it remains the same for all frequencies. 
Many signals require a more flexible approach -- one where 
we can vary the window size.   

 Wavelet Transforms represents the next logical step: a 
windowing technique with variable-sized regions. 

Truncated Sine
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To overcome the above 

problem, STFT uses the 

Fourier transform on 

small window. 
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7.3 Wavelet Transforms  

 Wavelet analysis allows the use of long time intervals 
where we want more precise low-frequency information, 
and shorter regions where we want high-frequency 
information. 

 A wavelet (i.e. small wave) is a mathematical function 
used to analyze a continuous-time signal into different 
frequency components and study each component with a 
resolution that matches its scale.  

 A wavelet transform is the representation of a function by 
wavelets. The wavelets are scaled and translated copies 
of a finite-length or fast-decaying oscillating waveform 
(t), known as the mother wavelet.  

 There are many wavelet filters to choose from. 
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7.3 Wavelet Transforms  

 WT provides powerful insight into an image’s spatial and frequency 
characteristics. However, The FT exposes only an image’s frequency 
attributes. 

 WT became the preferred image transform for a various reasons: 

– Localization. 

– Lossless Transform. 

– Multi-resolution Characteristics.    

   Some WT applications for a variety of image processing/analysis: 

  Feature preserving of image/video quantization for compression. 

  Content based video retrieval.  

  Feature extraction for face detection. 

 Image watermarking and steganography (i.e. information security). 

 Object authentication\recognition.      
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7.4 CWT and DWT  

 The continuous wavelet transform (CWT) of f(t) is 

defined as the sum over all time multiplied by a scaled, 

shifted versions of the wavelet function (t) :  

  C(scale, position) =  f(x) (s, p, t) dt. 

 where (s,p,t) is the scaled and mother wavelet. The 

best choice for the scale and position is to use multiple 

powers of 2. 

 Computing CWT is rather inefficient. The Discrete 

wavelet transform (DWT) however provides a compact 

representation of a signal’s frequency commponents 

with strong spatial support 
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7.5 One Dimension (1D) DWT 

 The Wavelet transform is a short time anlysis tool of  finite energy 

quasi-stationary signals at multi-resolutions. 

 The Discrete wavelet transform (DWT) provide a compact 

representation of a signal’s frequency commponents with strong spatial 

support. 

 DWT decomposes a signal into frequency subbands at different scales 

from which it can be perfectly recontructed.  

 For example one diemension wavelet transform is shown below 
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7.5.1 Example: The Haar Wavelet Filter  

 It can be implemented using a simple filter: 

 If X={x1,x2,x3,x4 ,x5 ,x6 ,x7 ,x8 } is a time-signal of length 8, 

then the Haar wavelet decomposes X into an approximation 
subband containing the Low frequencies and a detail 
subband containing the high frequencies: 

  Low= {x2+x1, x4+x3 , x6+x5 , x8+x7 }/2 

  High= {x2-x1, x4-x3 , x6-x5 , x8-x7 }/2 

The Haar wavelet

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-2 0 2 4 6 8 10

 The Haar wavelet is a  

discontinuous, and 

resembles a step function.  

 It is a crude version of the 

Truncated cosine. 
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7.6 Multi-Resolution  2D Wavelet Transforms 

1 stage Transformation 

After 2 stages 

Original 

Image 

… 

A Haar  wavelet decompose images first on the rows and then on the 

columns resulting in 4 subbands, the LL-subband which an approximation of 

the original image while the other subbands contain the missing details 

The LL-subband output from any stage can be decomposed further. 
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7.6 Multi-Resolution  2D Wavelet Transforms 
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7.6 Multi-Resolution  2D Wavelet Transforms 
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7.6. Multi-Resolution  Wavelet Transforms - Example1 
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7.6. Multi-Resolution  Wavelet Transforms – Example2 
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7.7 Different Decomposition Schemes 

 The previous 2 decomposition scheme is known as 

the Pyrimad  scheme, whereby at successive stages 

only the LL subband is wavelet transformed. 

 Other decomposition schemes include:  

 The standard scheme – At every stage all the 

image is wavelet transformd 

 The wavelet packet – After stage 1, a non-LL 

subband is transformed only if it satisfied 

certain condition. 
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7.8. Statistical Properties of Wavelet subbands 

Original pixels distribution of Mandrill
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The distribution of the LL-subband approximatee that of the original but all non-

LL subbands have a Laplacian distribution. This remains valid at all depths. 16 



7.9. Applications of Wavelet Transforms  

 The list of applications is growing fast. These include: 

 Image and video Compression 

 Feature detection and recognition 

 Image denoising 

 Face Recognition 

 Signal interpulation 

 Most applications benefit from the statistical propererty 
of the non-LL subbands (The laplacian distribution of  
the wavelet coefficients in these subbands).    
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7.9.1 Wavelet-based Feature Detection 

 Non-LL subbands of a wavelet decomposed image contains high 

frequencies (i.e. image features) which are highlighted. These 

significant coefficients are the furthest away from the mean.  

 Thresholding reveals the main features.  

s Horizontal features Vertical features 
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7.9.2 Image and Video Compression   

 Compression is done in 4 steps: 

1. Transform into frequency domain (Fourier or Wavelet) 

the image to the required depth 

2. Quantise each subband according to the required ratio 

3. Create a code Entropy-based code book - the more 

frequent quantised coefficients have shorter 

representation than the others. 

4. Encode the coefficients 

 Fourier based compression suffer from blocking effect at 

high compression rate. 

 JPEQ2000 uses wavelet transforms    
19 



7.9.3. Wavelet-based Video compression schemes 

A Region 

of Interest 

(ROI) 

scheme 

A feature-
preserving 
(FP) sceme 

Original 

In the ROI scheme, the non-LL coefficients are not calculated outside the region. 

For FP, significant LL-coefficients are quantised finely at the expense of others. 20 



END of Chapter 7 
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7.9.4. Wavelet-based Face Identification 



7.10 Haar Wavelet – in MATLAB 
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7.11 DWT Types in Matlab 
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7.11 DWT Functions in Matlab 
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END of Chapter 7 
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Key Features of Chapter 8: 

• Redundancy in Images. 

     1. Coding Redundancy. 

     2. Spatial and Temporal Redundancy. 

     3. Irrelevant Information.  

• Measuring Image Information. 

• Fidelity Criteria. 

• Image Compression Models. 

• Image Formats and Compression Standards 

• Compression Methods: Huffman Coding. 2 
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Coding Redundancy  
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Spatial/ Temopral redundancy 
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Spatial/ Temopral redundancy 
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Psycho-visual Redundancy 
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Measuring Information 
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Compression Standards 

31 



Compression Model 

32 



Compression Model 
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34 



Error-Free Compression 
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Method1: Huffman Coding 
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Method1: Huffman Coding 

37 



Method1: Huffman Codes 
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Method1: Huffman Codes 
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END of Chapter 8 : Part1 
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Key Features of Chapter 8 

• Compression Methods 

      1. Huffman Coding.  

      2. Arithmetic Coding. 

      3. LZW Coding. 

      4. Bit-plane Coding. 

      5. Run Length Coding. 

      6. Symbol-based Coding.  

• Tutorials 
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2. Arithmetic Coding  
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2. Arithmetic Coding  
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3. LZW Coding  
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3. LZW Coding  
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3. LZW Coding  
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3. LZW Coding  
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4. Bit-Plane Coding  
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4. Bit-Plane Coding  
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5. Run Length Coding  
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5. Run Length Coding  
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5. Run Length Coding  
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6. Symbol-based Coding  
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6. Symbol-based Coding  
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7. Lossy Compression  
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8. Lossy Predictive Coding  
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9. Lossy Transform Coding  
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9. Lossy Transform Coding  

23 



9. Lossy Transform Coding  
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9. Lossy Transform Coding  
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9. Lossy Transform Coding  
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Key Features of Chapter 9 
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2. Preview  

3 

• Segmentation is to subdivide an image 

into its component regions or objects. 

• Segmentation should stop when the 

objects of interest in an application have 

been isolated. 

 



3. Principal approaches 

4 

Goal of Image Analysis : Extracting information from 
an image 

• Step 1 : segment the image ---> objects or regions 

• Step 2 : describe and represent the segmented 

regions in a form suitable for computer processing 

• Step 3 : image recognition and interpretation 

 

• Segmentation algorithms generally are based on 
one of 2 basis properties of intensity values 

– discontinuity  : to partition an image based on 
sharp changes in intensity (such as edges) 

– similarity : to partition an image into regions that 
are similar according to a set  
of predefined criteria. 



4. Principle Approaches  
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5. What is segmentation?  
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6. Segmentation  
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7. What should Good Segmentation 

Algorithm be?  
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8. Detection of Discontinuity  
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8. Detection of Discontinuity 
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9. Convolution Vs. Correlation  

11 



9. Convolution Vs. Correlation 
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9. Convolution Vs. Correlation 
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9. Convolution Vs. Correlation 
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11. First and Second Derivatives  
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12. Isolated Point Detection  
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12. Isolated Point Detection 
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12. Isolated Point Detection 
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